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Abstract: Due to the problem of attribute redundancy of fuzzy data set in the Industrial Internet of 

Things (IIoT) to simplify the induced decision rules without reducing the classification accuracy. In 

rough set theory, a reduct is generally defined as a minimal subset of attributes that can classify the 

same domain of objects as unambiguously as the original set of attributes. Based on fuzzy rough 

technique and using an efficient criterion in selection of fuzzy expanded attributes is important for 

reduction fuzzy data sets. In this paper proposes a new criterion, to reduce fuzzy attributes and 

keep of some attributes which selected by using accuracy measure of fuzzy expanded attributes 

with respect to fuzzy decision attributes. 
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1. Introduction 

Digital transformation of smart manufacturing means production transforming using technologies 

like robotics, Internet of Things (IoT), Intelligent systems, and real-time analytics. Smart 

manufacturing is "fully-integrated, collaborative manufacturing systems that respond in real time 

to meet changing demands and conditions in the factory, in the supply network, and in customer 

needs" [1]Industrial internet of things (IIoT) uses sensors to collect data that would help gain 

efficiencies, speed up processes and reduce overall costs for a product or service. The hardware part 

contains some of the sensors, actuators and microcontrollers, while the functions of these sensors 

are perpetually recording and gathering data such as the natural biometrics measures for example 

temperature, ground wet, soil moisture sensor for detecting the temperature degree, amount of 

water in the soil and humidity. According to the data collected from this equipment the software 

part will apply a fuzzy computational algorithm to feature selection and reduct the fuzzy data set. 

Both fuzzy sets and rough sets theories are generalizations of classical set theory for modelling 

vagueness and uncertainty. Rough sets are the results of approximating crisp sets using equivalence 

classes, in other words, in traditional rough set approach, the values of attributes are assumed to be 

nominal data, i.e. symbols. Fuzzy set theory deal with the ill definition of the boundary of a class 

through a continuous generalization of set characteristic functions. In many applications, however, 

the attribute values can be linguistic terms (i.e. fuzzy sets), for example, the attribute ‘‘height’’ may 

be given the values of ‘‘High’’, ‘‘Mid’’, and ‘‘Low’’,  then traditional rough set approach would 

treat these values as symbols, thereby some important information included in these values such as 



WASSN 2021, 20, x; doi: FOR PEER REVIEW 2 of 9 

 

the partial ordering and membership degrees is ignored, which means that the traditional rough 

sets approach cannot effectively deal with fuzzy initial data e.g. linguistic terms. 

[2];[3];[4];[5];[6];[7];[13];[15];[17];[28],[29].  In this paper, we extend the concept of DTI dealing with 

meaningful fuzzy labels in order to express human knowledge for reducing fuzzy data set with 

using fuzzy rough technique.  

 The paper is organized as follows: Section 2 displays New Criterion for Selection of Expanded 

Attribute, in section 3, illustrates Differences between accuracy measure and dependency degree.  

The Procedure of Reducing Fuzzy Data Set using concept of Accuracy Measure is discussed in 

section 4. The experimental presents in Section 5, section 6 concludes the paper. 

2. New Criterion for Selection of Expanded Attribute 

Pawlak proposed two numerical measures for evaluating uncertainty of a set are accuracy and 

roughness [8] [14] [20] [21] [22] [24] [25], definition of accuracy measures was given, and suggested 

form in fuzzy rough set which is as follows: consider a non-leaf node S consisting of n attributes S={ 

F1 ,...,Fn}  to be selected. For each k (1 ≤k≤ n), the attribute Fk takes mk values of fuzzy subsets, Fk 

= {F1k,......, Fmkk} and the fuzzy classification is FC ={ FC1,FC2,……,FCmc}, [9];[10];[11]; 

[12];[16];[23];[26];[27] as shown in Table 1. 
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Definition 1 The accuracy measure is equal to completeness of knowledge about the given object set 

x is defined by the ratio of cardinality of lower and upper approximation set of x as [18]; [27]: 

( )
( )

( )xR

xR
x

R −

−=

 

                     

(1) 

Definition 2 Let U be a given universe. R is a fuzzy equivalence relation over U. The fuzzy 

equivalence class [x]R is defined by: 
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Definition 3  The one of important issue in data analysis is discovering dependencies between 

attributes; set of attributes D depends totally on a set of attributes C, if all values of attributes from 

D are uniquely determined by values of attributes from C, formally dependency can be defined as: 
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Definition 4 Let U be a given universe, for arbitrary class l from fuzzy classification 

FC={ FC1,FC2,……,FCmc} and fuzzy partitions  Fjk| 1jmk, 1kn}, fuzzy rough set is a tuple ( l


,



WASSN 2021, 20, x; doi: FOR PEER REVIEW 3 of 9 

 

l



) where l


is lower approximation membership degree and  l
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membership degree of class l through Fjk are define by [Dubois , 92]: 
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Definition 5 (Proposed) The accuracy measure is equal to completeness of knowledge about the 

fuzzy partition Fjk is defined by the ratio of lower and upper approximation membership degree of 

class l, suggested forms of the fuzzy rough accuracy measure in fuzzy data set and fuzzy rough set 

is:  
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Property 1: (Maximum) Let SF = (U, F) be an fuzzy information system, RF, and X  U, the maximum 

accuracy of Fkj with respect to R is 1. 

Property 2: (Minimum) Let S = (U, A) be an information system, RF, and X U, the minimum 

accuracy of Fkj with respect to R is zero. 

Property 3:  If  
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  accuracy measure is zero, regardless of the size of the 

fuzzy upper approximation. 

Definition 6:  Fuzzy rough accuracy degree   the proposed accuracy measure degree of fuzzy 

attribute Fk of class l is:  
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Where α (Fki) is fuzzy Accuracy measure of sub attribute Fki and the term M(Fkj) /∑mkj=1 M(Fkj), is 

the weights which represent the relative size of subset Fkj in F. The attribute with maximum value of 

accuracy measure αl(Fk) will be selected as a root of fuzzy decision tree i.e. Root=Maxk(αl (Fk)) 

Sroot , 1≤k≤n  

3. Differences between accuracy measure and dependency degree  

The main differences between accuracy measure and dependency degree in both views of crisp and 

fuzzy as the following: 

1. In Equation (1) the main difference between dependency degree and accuracy measure in 

both formulas is the demonstrator in the first one is the cardinality of U; set of objects. 

2. The cardinality of upper approximation of the set. In addition:  

a. The cardinality of upper approximation of the set Less than or equal of is the 

cardinality of U 

b. The cardinality of U is constant for all attributes within data set, so if the numerator 

is constant also for two attributes then directly the dependency degree will be equal. 

c. The accuracy measure gives the chance for all sub attributes to describe itself. 

Property 1: Set of numerators of αP(x)   Set of numerators of  D(x). By let    x numerator of αP 

(x)  x SP(x)  x PoSP(x)  x P(x). 

Property 2:  αP (x) = 1   P(x) = 1. 

Property 3:  αP (x) = 0   P(x) = 0. 

 4. The Procedure of Reducing Fuzzy Data Set using concept of Accuracy Measure 

1- Initial fuzzy data set: first read two files one of them to description the structure of all 

attribute’s conditionals and decisions, the second of them for the data. Next, transform the 

fuzzy data into decision table format. 

2- Fuzzy attribute reduction: compute the attribute reduct of initial fuzzy dataset using 

accuracy measure degree in fuzzy rough form. 

3- Reducing fuzzy attribute-values: Remove the superfluous and irrelevant attribute values 

from the dataset by using accuracy measure degree. 

 

Step 1. Pre-paring the  FIS  

Step 2. Fuzzy reduct attribute = { }, αbest =0, αprev =0, Tempatt ={} 

Step 3. Do  

Step 4.     Tempattributes = Fuzzyreductattribute 

Step 5.    αprev = αbest 

Step 6.     For  attributes in (Conditional attributes-    Fuzzyreductattribute) 

Step 7.           Calculate the Accuracy measure α(Fuzzyreductattribute) using equation (7). 

Step 8.              Calculate the Accuracy measure α(Tempattributes) using equation (7). 

Step 9.          If α(Fuzzyreductattribute) = 1 then 

Step 10.                 Fuzzyreductattribute  =Fuzzyreductattribute  
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Step 11.                 Return Fuzzyreductattribute  

Step 12.         End if 

Step 13.        If(α(Fuzzyreductattribute)< α(Tempattributes)) then 

Step 14.               Go to step 6 

Step 15.         Else  

Step 16.               Tempattributes= Fuzzyreductattribute   

Step 17.               αprev = α(Tempattributes) 

Step 18.                Fuzzyreductattribute = Tempattributes 

Step 19.   Until  ( αbest = αprev ) 

Step 20. Return Fuzzyreductattribute 

Step 21. End  

Definition 7 : Gamma is the Degree of cutting reduct, Gamma factor degree of accuracy measure of 

attributes, can cut the process of growing the reduct as if the accuracy measure less than Gamma 

then continues otherwise the growing will stopped. 

 

4. The Algorithm of the Reduct Fuzzy Decision Tree.  

The algorithm aims to reduce the conditional fuzzy attributes from fuzzy information system, based 

on maximum Accuracy function of each conditional attribute in dataset, see equation (6). Figure (1) 

shows the flow chart of the proposed algorithm.   

4.1. The algorithm for Reducing Fuzzy information using accuracy measure  

   This section introduces the algorithm for reducing fuzzy data set based on accuracy measure; the 

process consists of the following steps: 

Consider a non-leaf node S consisting of n attributes F1,..., Fn, to be selected for each k (1 ≤ k ≤ n), the 

attribute Fk  takes mk values of fuzzy subsets, F1k,...... Fmk, as :. 

Input: Fuzzy Information system 

                 (C:condiaiton attributes ,D decision attributes) 

Output: Fuzzy Information system after reduct. 

Pre-paring the FIS: 

Fuzzy reduct attribute = { }, αbest =0, αprev =0, Tempatt ={} 

 

The effectiveness of our technique is demonstrated through numerical experiments in the 

environment of C#. Our experiments select 5 datasets are from UCI [19];[21] iris is the data set which 

applied out proposed on it contains 150 records and 4 columns with 3 classes 

The black column displays numbers of attributes after reduct depend on our proposed accuracy 

measure in range of gamma factor from 0.0 to 1.0 and the gray column according to dependency 

degree both  are display numbers of attributes after reduct in range of gamma factor from 0.0 to 1.0. 
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Figure 1.  Flow chart of the algorithm of the proposed Reduct fuzzy conditional attribute. 

 
Figure 2. Comparison between Accuracy measure and Dependency measure in Reduct Fuzzy DataSet  ( 

numbers of attributes after reduct process) 
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Figure 3. Comparison between Accuracy measure and Dependency measure in Reduct Fuzzy DataSet ( Time 

in Ms of reduct process) 
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